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Decoherence Bounds on Quantum Computation with Trapped lons
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Using simple physical arguments we investigate the capabilities of a quantum computer based on
cold trapped ions. From the limitations imposed on such a device by spontaneous decay, laser phase
coherence, ion heating, and other sources of error, we derive a bound between the number of laser
interactions and the number of ions that may be used. The largest number which may be factored using
a variety of species of ion is determined. [S0031-9007(96)01181-7]

PACS numbers: 32.80.Pj, 42.50.Vk, 89.80.+h

In a quantum computer binary numbers can be repredsed as a “bus” to implement the quantum logical gates.
sented by quantum states of two-level systems (“qubits”)Once the quantum computation has been completed, the
bringing a new feature to computation: the ability toreadout is performed through the mechanism of quantum
compute with coherent superpositions of numbers [1]jumps. Several features of this scheme have been demon-
Because a single quantum operation can affect a supestrated experimentally, mostly using single trapped
position of many numbers in parallel, a quantum com-on [4,6].
puter can efficiently solve certain classes of problems that The unavoidable interaction of a quantum computer
are currently intractable on classical computers, such asith its environment places considerable limitations on
the determination of the prime factors of large numberghe capabilities of such devices [7]. In this Letter we
[2]. These problems are of such importance that there immake a quantitative assessment of these limitations for
now considerable interest in the practical implementatiora computer based on the Cirac-Zoller cold-trapped-ion
of a quantum computer [3,4]. There are three principadesign, in order to determine the best physical imple-
challenges which must be met in the design of such anentation and the optimization parameters for quantum
device: the qubits must be sufficiently isolated from thealgorithms. There are two fundamentally different types
environment so that the coherence of the quantum states decoherence during a computation: the intrinsic limi-
can be maintained throughout the computation; there musation imposed by spontaneous decay of the metastable
be a method of manipulating the states of the qubits irstatege) of the ions, and practical limitations such as the
order to effect the logical “gate” operations; and thererandom phase fluctuations of the laser driving the compu-
must be a method for reading out the answer with highational transitions or the heating of the ions vibrational
efficiency. motion. One could, in principle, expect that as experi-

Cirac and Zoller [5] have made the most promisingmental techniques are refined, the effects of these practi-
proposal for the implementation of a quantum computeral limitations may be reduced until the intrinsic limit of
so far. A number of identical ions are stored and lasecomputational capability due to spontaneous emission is
cooled in a linear radio-frequency quadrupole trap to formattained.

a quantum register. The radio-frequency trap potential The number of ions which are not in their ground states
gives strong confinement of the ions in the directionsvaries as the calculation progresses, with ancillary ions
transverse to the trap axis, while an electrostatic poterbeing introduced and removed from the computation. The
tial forces the ions to oscillate in an effective harmonicprogression of the ions’ states can be characterized well
potential in the axial direction. After laser cooling the by an effective number of iong,., which have a nonzero
ions become localized along the trap axis with a spacpopulation in the excited stafe). In the case of Shor’s
ing determined by their Coulomb repulsion and the confactoring algorithm [2], a reasonable estimatelis =
fining axial potential. The normal mode of the ions’ 2L/3, whereL is the total number of ions in the register.
collective oscillations which has the lowest frequencyTherefore, to estimate the effect of decoherence during the
is the axial center of mass (CM) mode, in which allimplementation of Shor’s algorithm, we will consider the
the trapped ions oscillate together. A qubit is the elecfollowing process: a series of laser pulses of appropriate
tronic ground statgg) (|0)) and a long-lived excited state strength and durations(/2 pulses) is applied t@L/3

le) (I1)) of the trapped ions. The electronic configura-ions, causing each of them to be excited into an equal
tion of individual ions, and the quantum state of theirsuperposition statd|g) + |e))/~/2. After an interval
collective CM vibrations can be manipulated by coher-T, a second series of laser pulses#/2 pulses) is
ent interactions of the ion with a laser beam, in a standapplied, which, had there been no spontaneous emission,
ing wave configuration, which can be pointed at any ofwould cause each ion to returned to its ground state.
the ions. The CM mode of axial vibrations may then beThis is the “correct” result of our pseudocomputation.
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If there was spontaneous emission from one or moref the laser beam. The minimum separation distance
of the ions, then the ions would finish in some other,between two ions occurs at the center of the string
“incorrect” state. This process involves the sort ofof ions, which can be calculated by solving for the
superposition states that will occur during a typicalequilibrium positions of the ions numerically, resulting in
quantum computation, and so the analysis of decoherendke following expression:
effects in this procedure will give some insight into 7202 \I/3
how such effects influence a real computation. A simple o= < ¢ > 2.0

p p Xmin > (3)
calculation shows that the probability of obtaining a dmeoviM /) L0

correct result is whereZ is the degree of ionization of the ions,is the
P(T) = 1 — LT /67, (1) electron (':harge,.anejlo is thg permittivity of a vacuum.

] o ] The spatial distribution of light in focal regions is well
where 7 is the natural lifetime qf the excited stafe). _known [9]. The approximate diameter of the focal spot
Thus the effective coherence time of the computer isg Xepot = AF, where A is the laser wavelength and
670/L. _ _ _ the ratio of the focal length to the diameter of the exit

The total time taken to complete a calculation will be pypil of the focusing system. Hence the requirement that
approximately equal to the number of laser pulses rethe jon separation must be large enough to avoid cross
quired muIt|_pI|ed by the duration of egch pu_lse._ The timegglk between ions, i.e., thaty, > Xspot,» leads to the
taken to switch the laser beam from ion to ion is assume?’ollowing expression for the duration of tie pulses:

to be negligible. There are two types of laser pulse that
are required in order to realize Cirac and Zoller’s scheme. _ Ty _3/27 [AYSASF3L168

. . . ty = — =29sm WY ———, (€]
The first requires pulses that are tuned precisely to the vy z?

resonance frequency of the) and|g) transition, config-

ured so that the ion lies at the node of the laser stan
ing wave (‘V pulses”); the second requires pulses tune
to the CM phonon sideband of the transition, arrange
so that the ion lies at the antinode of the standing wave
(*U pulses”) [8]. The interaction ot/ pulses with the

ions is considerably weaker than thepulses, and so, as-
suming constant laser intensity, thiepulse duration must
be longer. Hence, in calculating the total time require

vhereA is the atomic mass number of the ions. From
ggqs. (2) and (4) we obtain the following constraint on the
&mmber of iond. and the total number df pulses:

ZT()
y5/2A1/2F3/2/\3/2 : (5)

We will now apply this bound to Shor’s factoring algo-
OIrithm [2]. Let! be the number of bits of the integer we

) . wish to factor. A careful analysis of the implementation
to perform a quantum computation, we will neglect the : : AT
of the algorithm (using long multiplication) reveals that

time required for theV pulses. Because the entire cal- ; . S
. . : the required number of ions ardd pulses is given by
culation must be performed in a time less than the co-

herence time of the computer, we obtain the following L=5+2, (6)
inequality: Ny = 5441° + 781> + 101. @)

Equations (6) and (7) define a curve(ib, Ny) space,
where Ny is the total number ofU pulses, each of which taken in conjunction with the inequality (5) allow
which has duratiory;. The duration of eaclU pulse us to determine the largest number of ions that can be used
may be determined by the requirement that none of théo implement Shor’s algorithm in an ion trap computer
unwanted phonon sideband states becomes excited. with bounded loss of coherence. The linear relationship
simple calculation based on the Fourier analysis of thdetweenL and/, Eq. (6), can then be used to determine
frequency spectrum of the pulse gives a lower bound ofhe largest number that can be factored.
ty = ym/v,, wherew, is the angular frequency of the As specific examples, we will consider the intrinsic
ions’ axial CM mode andy is a dimensionless “Safety computational capacity of Cirac-Zoller quantum comput-
factor.” This result can also be obtained from a carefulers based on the following three ions. (i) Hg B: =
perturbative calculation of the validity of the Hamiltonian 1,A = 198;|e) is a sublevel of the5d”6s> 2D5/2 state,
assumed by Cirac and Zoller. lg) is the 5d1°65%2S /5, the two states being connected
In order to attain the highest possible computationaby an electric quadrupole transition:= 281.5 nm; 7y =
capability, one will need to minimize the duration of each0.1 s. (i) Ca ll: Z = 1,A = 40;|e) is a sublevel of the
laser pulse. Hence, it will be advantageous to employd 2D5/2 state, |g) is the 4s 251/2, the two states be-
an ion trap with the largest possible value of the traping connected by an electric quadrupole transitian=
frequencyvr,. However, the axial frequency cannot be 729 nm; 7y = 1.14 s. (iii) Ba ll: Z = 1,A = 137;|e) is
made arbitrarily large because, in order to avoid crosstalla sublevel of thesd 2D5/2 state,|g) is the 6s 251/2, the
between adjacent ions, the minimum interion spacingwo states being connected by an electric quadrupole tran-
must be much larger than the size of the focal sposition: A = 176 um; 79 = 47 s. We shall assume that

NyL'# < 2.0[s 'm*?]

Nyty < 6719/L, (2
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we have a very high numerical aperture focusing systies of such a computer. Thus it seems that the capabili-
tem, so thatF = 1, and we will err on the side of op- ties of a computer based on Yb Il ions in reality will
timism by putting the safety factor = 1. In Fig. 1 we not be much better than one based on the ions discussed
have plotted the curves which limit the allowed valuesabove.
of L and Ny, as given by Eq. (5). We have also plot- It is also important to stress that our calculations are
ted, with a solid line, the “curve of factorization” de- based solely upon the assumption of a simple two-level
fined by Egs. (6) and (7). The interception of the limiting qubit scheme. Qubits which employ three levels, with
curves for the different ions with the curve of factoriza- quantum information being stored in the two lower levels,
tion gives us the largest allowed value for the number ofand logical operations being performed by Raman tran-
ions. Examining these curves, we find that the size obitions using the third level, may offer some advantages
the largest integer that can be factored by a Cirac-Zollef4,11].
guantum computer based on Hg Il, Ca ll, or Ba Il ions is One may calculate the limits on factoring due to other
6, 9, and 13 bits, respectively. Repeating these calculazauses of decoherence by a similar procedure to that
tions with the less optimistic value for the safety factor,used above. In this case, we will assume that the loss
y = 3, gives 3, 5, and 7 bits for the three species of ionspf quantum coherence due to sundry effects such as
respectively. random fluctuations of the laser phase or the heating of
Equation (5) suggests that by choosing a very longthe ions’ vibrational motion can be characterized by a
lived transition it may be possible to factor much largersingle coherence time,. The effects of other causes
numbers. For example, one may consider a computesf error, such as imprecise measurement of the areas
based on thetf!46s2S;,, — 4f'36s22F;, electric oc- of 7 pulses, which do not result in decoherence but
tupole transition of Yb Il. This very long-lived transi- nevertheless lead to incorrect results in a computation,
tion, which has received considerable attention becausean also be characterized by the time Thus, in place
of its potential applications as an optical frequency stanef Eq. (2) we now have the inequalilyyty < 7.. Using
dard, has a wavelength of 467 nm and a calculated lifeEq. (4) we obtain the following constraint on the values of
time of 1533 days [10]. Performing a similar calculation the number of iond and the number of laser pulses which
to that given above suggests that it might be possible toan be used in a factoring experiment without significant
factor a 438-bit number. However, as has been pointetbss of quantum coherence:
out by Plenio and Knight [12], the much higher laser
intensity required to excite this weak transition would NyL®¥ < 0.34[s'm3/?]
lead to a breakdown of the two-level approximation and
cause the excitation of extraneous short-lived levels. Beysing the factorization curve specified by Egs. (7) and
cause spontaneous emission from such levels would I’QS)’ one can obtain as before a value for the number
sult in the loss of quantum coherence, this effect willof bits / in the largest number which may be factored.
place an additional constraint on the factoring capabiliin this case the value of will depend on the value of
the coherence time,.. In Fig. 2 we have plotted the
values of! as a function of the experimental coherence

ZT,
YSI2AL2F3/2)3/2 (8)
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FIG. 1. The bounds on the numbers of ions, and the N il
number of U pulses, Ny, that may be used in a quantum 10° 100 10¢* _ 10° 102 107 1
computation without loss of coherence. The allowed values Coherence Time (seconds)

of Ny andL lie to the left of the curves. Curves for three ions

are plotted. The unbroken line is the “factorization curve,” FIG. 2. The variation of the number of bifsin the largest
specified by Egs. (7) and (8), which represents those values dfiteger that may be factored with the experimental coherence
L andNy which are required for execution of Shor’s algorithm; time for the three ions discussed in the text. The maximum
the heavy black dots on this line represent the values ahd  values of the computational capacities for the ions Hg Il and
Ny are required to factor a number bbits (I = 1,2,...,15). Ca Il are the limits determined by spontaneous emission.
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